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M y surprise at learning that the 
“mean of a multivariate nor-
mal distribution is not best 

estimated by the sample mean” was 
genuine but, apparently, not unique. 
The result, which follows from the de-
velopment of the James–Stein estima-
tor (JSE), has apparently been shock-
ing people since it was published in 
1961 [1], building on prior work by 
Stein in 1956 [2].

Reference [3] gives an easily acces-
sible discussion of this apparent para-
dox in the context of baseball statistics. 
For a more technical result, consider 
the estimation of a normally distrib-
uted random variable with p  ele-
ments, ( , )IX N 2+ i v , with v  assumed 
known. It is well known that the max-
imum-likelihood estimate (MLE) is 
given by ,XMLi =t  with a standard fig-
ure of merit of the estimate being the 
mean-squared error (MSE)

( ) ( ),J E 2< <i i i= -t

which, in this case, yields ( ) .J p 2ML i v=

The ML estimator of i  was thought 
to be the best available, but James 
and Stein demonstrated that their filter 
domi nates the MLE in that

.2( ) ,J pfor all provided< >JS ML i i( )J i

This observation apparently led to 
“long periods of resistance f punctu-
ated by frequent and angry debate” 
[3], but the results are more broadly 
accepted now.

The form of the JSE for this particu-
lar application is
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which is a special type of “shrinkage 
estimator” in that the second term on 
the right shrinks the MLE X  toward 
some centralized mean [4] (and note 
that this shrinkage can be negative, 
which makes the JSE itself inadmis-
sible). The form of the JSE leads to 
several interesting observations, 
including the interpretation that the 
JSE is essentially an empirical Bayes 
estimator [5, p. 273] [6], which has sig-
nificant implications in terms of the 
Bayesian robustness of the JSE when 
the assumptions about the hyperpa-
rameters of the prior are incorrect. It is 
important to note that JSit  is a biased, 
nonlinear estimator, but it is the prop-
erty ( ( ) ( ))J J<JS MLi i  that might make 
it particularly useful for applications 
that place high value on reduced 
uncertainty in the estimate. For further 
generality, [7, Theorem 7] and [4, p. 
2434] discuss the extension of these 
results to the case where ( , ),X QN+ i  
with Q Q 0>T= .

In 1997–1998, [4] and [8] extended 
this prior work by developing a re-
cursive form of the JSE for parameter 
estimation of autoregressive with ex-
ogenous input models and for state-
space systems. The main results are 

presented as the James-Stein state 
filter (JSSF), which is shown to pre-
serve the performance benefits dis-
cussed previously (in fact it is shown 
that J J<k k

JSSF ML , with the MLE in this 
case only using the observations) and 
have similar computational complex-
ity to the Kalman filter. A remarkable 
result of [4] is that these performance 
benefits hold regardless of the inac-
curacies in the propagation dynamics, 
including the possibility of perturba-
tions to the A and B matrices in the 
dynami cal system, A Bx x ek kk 1 = ++ ,  
and nonnormality of the noise e. Fur-
thermore, it is shown that “the JSSF is 
a globally robust state filter” in that 
“for sufficiently large modeling errors, 
the JSSF is expected to outperform any 
locally robust Kalman filter simply be-
cause the JSSF has a global upper bound 
on its mean-square error” [4]. Examples 
of locally robust Kalman filters that the 
authors discuss include the heavily cit-
ed papers [9] and [10], although there  
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are possibly more recent approaches 
that could yield better results.

These results are not without their 
own limitations, which [4, p. 2443] does 
a good job of discussing. The main is-
sue is that, while the JSE improves the 
overall MSE, it does not necessarily 
improve the MSE of each element of X. 
Furthermore, the JSSF assumes that 
the observation matrix has at least as 
many rows as columns, which might 
require reduced-order, state-space 
models in some applications.

Being immersed in a community 
that celebrates the significant suc-
cesses of the Kalman filter, but at the 
same time laments its divergence is-
sues [11]–[13], these JSE results were 
surprising because I was not aware 

of this ongoing discussion in the sig-
nal-processing community. However, 
with only approximately 37 citations 
(and only one citation of the related 
paper presented at the 1997 Confer-
ence on Decision and Control [8]), it is 
not clear how well known these filter 
results are in either the signal-process-
ing or control-systems communities.

With the limitations that have been 
provided, the JSSF may not be the answer 
to the often-posed question “what is next 
after the Kalman filter?,” but the results 
seem interesting enough to merit a deep-
er look for applications that require 
a robust filter and/or could provide a 
launching point for future research into 
algorithms that relax some of the assump-
tions made in the JSSF while retaining 
most of the benefits. And if not that, then 
hopefully at least this discussion provides 
you with something to stump your col-
leagues on at the next coffee hour!

Please let me know of any technical 
surprises that you have discovered.
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Historical Controversy 

The method of least squares is the automobile of modern statistical analysis: despite its limitations, occasional 
accidents, and incidental pollution, it and its numerous variations, extensions, and related conveyances carry the 

bulk of statistical analyses, and are known and valued by nearly all. But there has been some dispute, historically, 
as to who was the Henry Ford of statistics. Adrien Marie Legendre published the method in 1805, an American, 
Robert Adrain, published the method in late 1808 or early 1809, and Carl Friedrich Gauss published the method in 
1809. Legendre appears to have discovered the method in early 1805, and Robert Adrain may have “discovered” it 
in Legendre’s 1805 book, but in 1809 Gauss had the temerity to claim that he had been using the method since 1795, 
and one of the most famous priority disputes in the history of science was off and running.

—Stephen M. Stigler, “Gauss and the Invention of Least Squares,”  
The Annals of Statistics, vol. 9, no. 3, pp. 465–474, 1981.


